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1 Introduction 

It is in libraries that humanists have always found their basic and essential 
instrumentation.  Libraries can be described as the humanist’s lab.  Obviously this 
applies also to digital humanists, who deal with digital objects for research purposes, 
and to digital libraries that store collections in digital form.  But digital objects 
produced for research purposes are not just inactive artefacts and ‘digital library 
objects are more than collections of bits,’ for ‘the content of even the most basic 
digital object has some structure’ and to enable access and transactions additional 
information or ‘metadata’ is required. [1] So ‘if, unlike print,’ digital editions ‘are 
also open-ended and collaborative work-sites rather than static closed electronic 
objects’ (p. 77), [2] it can be legitimately asked how a digital repository for objects of 
this kind can enable effective access to the interactive functionalities they provide.  In 
a digital research context, the issue of how the architecture of a digital library could 
meet the needs of the working practices increasingly adopted by digital humanists 
seems therefore of primary importance. 

But how can we define humanities computing and what are its requirements?  A 
plausible answer can be found in the final report of a European Thematic Network on 
Advanced Computing in the Humanities (ACO*HUM): 

[…] we will attempt to define the core in terms of the traditional 
combination of data structures and algorithms, applied to the requirements 
of a discipline: (a) the methods needed to represent the information within a 
specific domain of knowledge in such a way that this information can be 
processed by computational systems result in the data structures required by 
a specific discipline; (b) the methods needed to formulate the research 
questions and specific procedures of a given domain of knowledge in such 
a way as to benefit from the application of computational processing result 
in the algorithms applicable to a given discipline. [3] 

In this understanding, digital objects representing primary source materials, should be 
endowed with specific functionalities capable of answering specific research 
questions.  Accessing this kind of resources should not prevent the applicability of 
such functionalities and that is precisely the point where digital humanities and digital 
libraries can actually meet. 
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2 The Creation of Digital Resources 

The creation of digital resources for the humanities, however, has not remained 
unaffected by major technological developments.  Humanities computing research 
practices have remarkably changed along with the availability of different 
computational means.  Whereas with the use of mainframes the emphasis was placed 
chiefly on content processing, with the advent of personal computers and even more 
so with the introduction of the WorldWideWeb, the interest shifted to the 
representation of the original source materials. As John Unsworth has timely 
observed, 

we are, I think, on the verge of what seems to me the third major phase in 
humanities computing, which has moved from tools in the 50s, 60s, and 
70s, to primary sources in the 80s and 90s, and now seems to be moving 
back to tools […]. I think we are arriving at a moment when the form of the 
attention that we pay to primary source materials is shifting from digitizing 
to analyzing, from artifacts to aggregates, and from representation to 
abstraction. [4] 

And again, clearly, the now emerging ‘third phase’ in humanities computing is 
substantially enhanced by the development of the new Semantic Web technologies.  
Nowadays research practices in humanities computing are actually moving back from 
representing  sources in digital form to designing tools to process their information 
content: 

We’ve spent a generation furiously building digital libraries, and I’m sure 
that we’ll now be building tools to use in those libraries, equally furiously, 
for at least another generation. [4] 

But do the needs of advanced digital humanities practice and research find 
satisfactory support in current digital library environments and architecture?  Can 
digital libraries designers and digital humanists join their efforts to set up a common 
research agenda? 

3 The Case of Digital Editions 

To better trace these developments, we may consider, by way of example, the case of 
digital editions.  In the late 80’s and early 90’s a digital edition was thought of as a 
way of representing a text and its entire textual tradition as a database, [5] because at 
that time, in order to bind passages of text to selections of their manuscript images it 
was necessary to integrate textual and visual elements in a single DBMS capable of 
handling both kinds of structured information.  Accordingly, and more to the point, 
the transcription of the original documents was not meant, like a diplomatic 
transcription, as a means to convey to the reader ‘a closer idea of the nature of the 
source’ (p. 145),  but ‘as data to be processed’; and so, in this understanding, it was 
assumed that the transcription of a document 
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becomes an activity of data modelling and encoding in order to elicit as 
much information as possible from the manuscript and to infer new 
analytical results. From this point of view, both the image and the transcript 
are not regarded as physical reproductions referring back to the original 
document but rather as analytical data pointing toward a new logical 
representation of the source (p. 148). [6] 

The emphasis was still on processing, even after the introduction of graphic user 
interfaces.  A digital text representation was still conceived of as data for further 
processing rather than as a means to visualise a physical document.  But things 
gradually changed as the emphasis shifted more and more towards visualisation on 
graphic Web browsers and computer screens.  The Web was chiefly meant for remote 
access and visual display, whereas WYSIWYG systems and page description 
languages promoted an ever increasing tendency towards the ‘electronic simulation of 
specific print objects’ (27) [2].  Digitisation projects and the visual representation of 
primary sources became the prevailing interest in humanities computing.  

4 The Form of Attention of Digital Humanities 

The ‘forms of attention’ of digital humanities – see [7] – shifted then from processing 
to representation.  And the new developments in technology encouraged that process.  
In computer science, besides the so-called data processing or database community a 
large and authoritative document community grew up and established itself. [8]  Both 
groups suffered from the problem of having their data ‘trapped’ in proprietary 
systems.  The dissatisfaction of the document community with its early systems led to 
‘generalize its markup’ and to endorse the ISO SGML standard, a markup language 
that was accessible to the writer and allowed to encode not only the ‘presentational 
aspects of documents,’ but also ‘more general properties of texts’ (p. 26).  Since ‘for 
the document community, the factor of most permanence was the document,’ that 
community ‘chose to standardize the representation of data.’  On the other hand, ‘for 
the database community, the factor of most permanence was the semantics of 
applications,’ and so that community ‘chose to standardize the semantics of data.’ 

These different leanings proved decisive for the choices of the scholarly 
community.  Three foremost humanities computing associations, the Association for 
Computational Linguistics (ACL), the Association for Literary and Linguistic 
Computing (ALLC) and the Association for Computers and the Humanities (ACH) 
decided to promote the Text Encoding Initiative (TEI) and to adopt the ISO SGML 
standard for the encoding of texts.  ‘Data semantics was not irrelevant to the 
document community,’ but the definition of semantics ‘did seem to be a difficult 
problem’ (p. 27).  And also ‘attempts to define semantics in the scholarly community, 
most notably the Text Encoding Initiative, similarly met with resistance.’  Thus, ‘the 
route proposed by SGML’ seemed ‘a reasonable one’ and the scholarly community 
conformed to it: 
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promote the notion of application and machine independence, and provide a 
base on which semantics could eventually be developed, but avoid actually 
specifying a semantics (p. 28). 

As a consequence, the centre of attention moved over from processing information 
content to mere data representation.   

5 The Web and Its Languages 

The same repercussions can be noticed by observing the expansion of the Web.  It is 
not by chance, that the languages employed in the construction of the Web, HTML 
and now ever increasingly XML, are basically data representation languages.  They 
express the structure of the representation, not the structure of what is represented, 
unless the two structures match and can be put into a one-to-one correspondence.  The 
processing of the documents accessible on the Web depends on the structure these 
languages assign to them, and thus on the constraints of a hierarchical tree structure.  
XSLT, the language introduced to process data in XML format, ‘takes a tree structure 
as its input, and generates another tree structure as its output.’ [9]  It preserves the 
structure of the document and what it can process is not the structure of the 
information content it conveys. 

Since it allows easy access and excellent visualisation, the Web has been 
confidently envisioned as a potential universal library.  In this conviction, a number of 
large-scale digitisation projects were begun, such as the Million Book Project (also 
known as the Universal Library), led by Carnegie Mellon University and started in 
2002, the Google Book Search Project started in 2004, and the Microsoft’s MSN 
Book Search, announced in 2005 and subsequently discontinued.  But, as it has been 
observed by Deegan and Sutherland [2], ‘the paradigm for the universal library’ they 
enforce ‘is not a library at all, it is the Internet’ (p. 151).  And the Internet really is a 
different kind of information space from a library.  In the Internet the ‘professional 
organisational principles’ that belong to the library science tradition ‘do not appear to 
be carried over’ (p. 150); in the information space created by the Internet, ‘order’ is 
virtually neglected and so ‘one of the major benefits that libraries bring to the almost 
boundless intellectual space that is our literate culture is lost’ (p. 149).  All in all, as 
Deegan and Sutherland maintain, ‘Google ‟Book” Search (note our inverted commas) 
is not providing electronic text, it is providing books’ (p. 147).  The emphasis is again 
on the document – the book – and not on its information content – the text.  Mass 
digitisation projects show, once more, that in the Web ‘the potential of the computer 
as visualisation tool’ has probably overtaken its analytical and, for many humanists, 
more appropriate ‘computational’ uses (p. 75). 

6 Major Technological Innovations 

How, then, can we explain that major technological innovations such as the introduction 
of personal computers and the expansion of the Web produced almost paradoxical 
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effects on humanities computing? How could they hold back the development of its 
methods and research practices?  We may assume an evolutionary point of view to look 
for a possible answer.  What matters more for the evolution of biological organisms are 
not so much their external features, but rather their physiological capabilities and 
functions.  In a similar way, if a digital object can now be visualised as the reproduction 
of a corresponding physical object, it can also be evaluated for its functionalities and the 
available facilities to process the information content it conveys.  Functional as opposed 
to visual features are what really matters.   

Now, on the one hand, ‘what humanities computing has been doing, implicitly, for 
years’ can in many ways be described as ‘knowledge representation.’ [10]  But, on the 
other hand, if knowledge representation is legitimately seen as ‘a medium for 
pragmatically efficient computation,’ [11] representing information and processing 
information cannot be regarded as separate activities, each one opposed to the other.  
The form of a knowledge representation can actually be thought of as depending on 
the computational procedures aimed at processing its information content.   

It is precisely for their concern over processing information content that humanities 
computing research practices are now aligning with those of relevant neighbouring 
fields.  In the specific domain of knowledge organisation and subject indexing, Vanda 
Broughton, an expert in faceted classification systems and thesaurus construction, 
observes: 

Current co-operative work with scholars in the area of humanities 
computing suggests that, in combination, facet analytical and text encoding 
methods may offer a solution to improving the usability of metadata tools 
and providing more subtle and sophisticated means of subject 
representation (p. 193). [12]  

Here knowledge organisation and humanities computing concur expressly on the 
analysis of information content, which is exactly what the new Semantic Web 
technologies are aiming for.  Thus it is indeed the technological evolution of the  
Web what can help recover that partially neglected aspect of humanities computing 
which its nascent construction momentarily and almost paradoxically contributed to 
obscure.  

7 The Semantic Web 

With the help of these new technologies humanities computing can get back to its 
original inspiration: the ‘attention’ that in a successive phase of its development was 
mostly directed to the ‘representation of primary source materials’ goes back again to 
building ‘tools’ for processing their information content. [4]  Humanities scholars too 
recognise ‘the semantic web’ as their ‘future’ and humanities computing is thus 
bound to produce ‘formal representations of the human record’ suitable for automatic 
processing.  For, as John Unsworth again reminds us, 
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those representations – ontologies, schemas, knowledge representations, 
call them what you will – should be produced by people trained in the 
humanities. Producing them is a discipline that requires training in the 
humanities, but also in elements of mathematics, logic, engineering, and 
computer science  […].  There is a great deal of work for such people to do 
– not all of it technical, by any means. Much of this map-making will be 
social work, consensus-building, compromise. But even that will need to be 
done by people who know how consensus can be enabled and embodied in 
a computational medium. [13] 

New developments induced by Semantic Web technologies can also be observed in 
the field of digital libraries.  An interesting example is offered by the so-called 
semantic digital libraries, [14] whose declared purpose is to integrate Semantic Web 
and social networking technologies into a digital library management system.  The 
basic assumption, here, is that ‘semantic technologies can offer more efficient 
solutions for building robust, user-friendly ways of accessing content and metadata.’ 
[15]  Semantic technologies, it is averred, can supply ‘efficient discovery techniques 
in the new, interconnected information space’ of digital resources accessible on the 
Web.  The use of ontologies produces new forms of information and knowledge 
organisation, that do not reduce themselves to a ‘mere specification of metadata 
schemata’ previously established, but allow ‘metadata to become more open, 
unstructured, and what is most important, highly interlinked’ (p. 78-79). [16]  The use 
of lightweight tag ontologies ‘provides the possibility for machine-processable 
representations that can be shared across social tagging systems.’ [17]  The practice of 
social tagging can then usefully help to integrate valuable sources of semantic 
annotations in a digital library platform that provides linked data services.   

The application of semantic annotation technologies both in digital library systems 
and humanities computing applications clearly shows that in both fields a need for 
common functionalities is actively felt.  The case could easily be generalised and may 
wishfully prompt a closer reflection on the prospects of a common research agenda 
for digital libraries and digital humanities.  
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